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Welcome to PaleoNet, a program designed for thesldpment and use of neural
network-based paleoecological transfer functionBaleoNet was developed at the
University of Nouvelle Calédonie. It was a joirifoet between the Computer Science
and Mathematics groups of the University of Nouweltalédonie (directed by Prof.
Robert Racca), the Paleolimnology-Paleoecology tatboy (directed by Prof. Reinhard
Pienitz) of the Centre d’Etude Nordiques (Univerditival, Quebec, Canada), and the
Interuniversity research group in Limnology (Profves Prairie; GRIL, Montreal,
Canada).

The following features of neural network analysesaurrently implemented.
Standard algorithms:

Backpropagation (gradient descendent algorithm)
Backpropagation with momentum (gradient descenalgotrithm with momentum)

Pruning algorithm:

HVS: Yacoub and Bennani (1997)



Cross-validation techniques:

K-fold cross-validation
Jack-knifing cross-validation

Illustration of results;

X-Y scatter and line plots with options to contsgmbol and line styles, axis scaling.

Program limits

There are no limits to this version of PaleoNet.

Contact

Please send comments / bug reportawtca.julien@courrier.ugam.ca

Julien M.J. Racca

Paleolimnology-Paleoecology Laboratory

Centre d’études nordiques & Département de géograph
Université Laval

Québec (QC)

G1K 7P4 Canada

Suggested citation

Racca J.M.J and Racca. R. 2005. PaleoNet User.gBumféware for building Neural
Network-based paleoecological transfer functionsiversité Laval. Québec, Canada.
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Getting started

Introduction

PaleoNet is an autonomous program developed byaMattou must, nevertheless,
install the Matlab MCR Installer before launchirge tPaleoNet.exe program. PaleoNet
v.1.01 and Matlab MCR Installer are downloadabée fof charge from: .....

PaleoNet is divided into 2 units. The first usitdedicated to the development of neural
networks transfer functions. In order to use thst funit you require modern calibration
data composed of both species data and environhtatta The second unit is dedicated
to the application of the transfer functions depeld in the first unit. Therefore, the use
of the second unit requires fossil data on which want to use the developed models.
PaleoNet enables you to eliminate non-contribugpgcies from the transfer functions.
Indeed, the HVS pruning method of Yacoub et Benr{a@B7) is implemented in the
process

Principles of neural network modelling

This chapter provides an introduction to the gengranciples of quantitative
paleoecological modelling based on neural networks.

Artificial neuron: An artificial neuron is a processing element likdialogical neuron
(Fig. 1a). It works as follows: (1) it receives utp(from the original data or from the
output of other neurons in the network). Each inprhes via a connection, which has a
given strength (weight); these weights correspoadtite synaptic efficiency in a
biological neuron. The weighted sum of the inpatformed to compose the activation of
the neuron. (2) The activation signal is passedutin an activation function (sigmoid,
tan sigmoid, linear or step function) to produce tutput of the neuron. The output is
then duplicated as many times as needed.

Back-propagation neural networks: In this type of network, neurons are arranged in a
distinct layered topology: one input layer, onermre hidden layers and one output layer
(Fig. 1b). The input layer is not really neurakdit these units simply serve to introduce
the value of the input variables. The hidden anghatuayer neurons are each connected
to all of the units in the preceding layer.

The back-propagation algorithfdescending gradient algorithm) is based on sugeav
learning, namely to learn, the system has to knfiw, each example, the output
(environmental variable) associated with the infsgecies data). The learning phase
consists of adjusting the weights of the networkingxtions by feeding a set of
input/target pattern pairs (examples) many timde Back-propagation algorithm works
as follows: (1) the network is initialized by assig a learning rate, a maximum number
of iterations and random values to the synaptighisi (2) a training pattern is fed and
propagated forward through the network to compuatewtput value for each output unit;
(3) the computed output is compared with the exgmeautput; (4) a backward pass




through the network is performed, changing the piinaweight on the basis of the
observed output errors. Steps 2 through 4 aretérfmr each pattern in a training set,
then the network performance is checked and a ee¢wfdraining patterns is submitted
to the network (i.e., a new epoch is started)mieeds further optimization. This dynamic

@

Py
P,
Activation Function
Pn
(b)
Input Input
vector layer
Hidden
layer
Output  Output
layer  vector
X

Figure 1. (a) Schematic representation of a sinppbeessing element. The incoming
signals (p) are multiplied by the weight of the geations (W) and summed. The bias (B)
is then added, and the resulting sum is filteredugh the activation function to produce
the activity of the neuron.

(b) Schematic representation of the general achite of a 3-layer back-
propagation network with five elements in the infayer, three neurons in the hidden
layer, and one neuron in the output layer.



procedure allows the difference between the predicutput and observed output to
converge towards a minimal value.

Back-propagation networks are also called "univeeggproximators" and, as
such, they are ultimately able to learn any patgrfectly. These networks are only
really useful if they are capable, after a learnpegiod, of generalizing. In order to
generalize, a network must be able to produce teect output data on samples not
included in the learning set. A well-built neuraétwork will, after training with a
learning set, give a high proportion of correctdicgdons when fed a validation set.
Several types of validation techniques exist, bhe tmost commonly used in
paleoecology involve jack-knifing or K-fold crossdidation principles.

Building neural network transfer functions

Fileformats

PaleoNet uses text files (tab delimited). Thecdtme of the calibration files must be
precisely as follows (see table):

&) data_set.tut - Bloc-notes oy ] 4
Fichigr Edition Format 7

code species sitel  sitez site3 sited sites siten siten i’
spcl espl 0 0 0 0 0 0 0

spc2 esp2 0 0 0 0 0 0 0

spc3 esp3 0 1.12 0 0 0 0 3.5

spcd Bspd 0 0 0 0 0 0 0

Spch esph 0 0 0 0 0 0 8.3

spch espg 0 0 0 1 1.41 0 0

spc? esp7? 0 0 0 0 0 0 0

spc8 espd 0 0 0 1.53 0 0 0

spen espn 0 3.2 o 1.5 o o o

L] fH 0.7 3.5 8.3 7.2 7.7 6.4 5.0 -
KN — 1

The first column represents the species code (&X)s

The second column represents the name of the sp@esieespl)

The following columns represent the relative abuegavalue of the species of each
sample (there are as many columns as sampleskes, Isite, etc.)

The last row of the file contains the environmentaiable to be represented (ex:pH)
(Example: if there are 200 species in 100 lakes,ntiatrix will have 102 columns and
201 rows)

Note 1: there cannot be any missing data in the textixaat

Note 2: species code and name must be less than 8 atraract

Note 3: in contrast to other programs generally usedeweetbp transfer functions (e.g.
C? Calibrate, WAPLS, etc) the species and environaierariable data are in the same
file.



Load and display data

Building network and learning - |EI|5|

data network learning  help  close

load data

After editing the data, as mentionned in the "fdemats" section, click on "load data" in
the "data” menu to upload the data. The uploadea can be visualized by clicking on
"show data". An Excel sheet will open and the agkd data will appear on the screen
(Note: no changes nor modifications can be made asthge.)

Build or load a network architecture

Building network and learning - |EI|5|

data network  learning  help  close

Ioad data

build or load a netwark

There are 215 data to share between
entry and output cells

Before chosing the type of algorithm and the metbiocross-validation, you must define
the network architecture according to the calibratiata set. In the menu "network™ you
can upload an existing architecture or you cameedi new one.



-1l
new network architecture
nurnber of inputs units ininput layer I
numhber of units in hidden layer I
numhber of output units in output layer |1—
network name I maon reseau
(0’4 | Cancel

Many types of architectures in neural modellingsexbut for the calibration of
paleoecological data, we will use a 3 layer archite. In this type of architecture, the
first layer (network input) represents the spe¢sesthere will be as many neurons in the
input layer as species in the calibration data) sefhe last layer (network output)
represents the variable to be processed (thus ti#ree only one neuron on this layer
because we are processing one variable at a tififee)intermediate layer (hidden layer)
allows us to indirectly connect the network inptasthe network outputs. While the
number of neurons in the input and output layedefed by the data caracteristics to be
analysed (essentially number of species), the nuwibeeurons in the intermediate layer
is more difficult to define. It is an importantraaneter in the network structure but there
is no formula enabling us to determine this numberder to obtain optimal results. In
general, however, the larger the number of neunorike intermediate layer, the easier
the network will converge during the learning prese Conversly, the smaller the
number of neurons on the intermediate layer, the ke network will converge. On the
other hand, the generalization is less accuratenwhe number of neurons on the
intermediate layer is too large, and vice versaiusl the number of neurons on the
intermediate layer must be determined in orderttimio a valid adjustment between the
capacities to converge and to generalize. Comugrtiie paleoecological problems, we
have established that 3 neurons in the intermeddgter offered the best results (see
Racca et al. 2000 or Bishop and al 1995 for furtietails.)

Note 1: when the number of neurons in each layer is defthen PaleoNet will
automaticaly connect the neurons between layers.

Note 2: the network architecture and the network itsed awo different things: the
architecture refers to the arrangement of the meuom the layers, while the network is
the model itself (i.e. all the weights of the coxioes that are determined after the
learning periode.)

Note 3: according to Note 2, it is possible to uploadeasting network but not an
archtiecture network. The extension of the netwibek is "net".



Learning

J Building network and learning - |EI|£|

data network learning  help  close

load data

build or load a network

There are 215 data to share between
entry and output cells

start learning process

At this level, three choices are possible.

J Building network and learning
data nebwork | learning  help  close

backpropagation

backpropagation with K-fold cross validation

backpropagation with jackknife cross walidation

The first choice (backpropagation) enables you to accomplish the learning process but
does not allow you to do the cross validation (Fegl). Knowing that the neural model
requires determining various parameters, it may$eful to insure that they are well
defined before launching the cross validation rwegi (jackknife or K-fold) that
sometimes require long time periods. This is what can do with the first choice.

The second choice (backpropagation with K-fold) enables you to use the
backpropagation learning process with momentumtarathieve the cross validation K-
fold (see cross validation section for details.)

The third choice (backpropagation with jackknife) enables you to use the
backpropagation learning process with momentum tandchieve the cross validation
jackknife (see cross validation section for detpils
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Depending on the cross validation you wish to achigou have the choice between two
windows (figures 2 and 3) that correspond to theicgs mentioned above. In both
cases, you will have to determine certain learqpagameters. Moreover, if you choose
the K-fold cross-validation method, you will haxedefine the size of the validation set
as well as the number of validation loops.

Defining the learning parameters

Thelearning " step” :

Themomentum:

it defines the decreasing "speed" of the grddien the learning
speed.) It can be situated between 10-5 and &. défault value

is 0.001. Warning: it is possible that a "step" is too large and
therefore will not allow the convergence. On tlmntcary, a
smaller step requires very long learning processel. is
important to find the "step” that allows a rapicheergence (i.e.
the error curve of the training set according @ itkrations must
always decrease. See figures 4 et 5)

it allows the "smoothing out of the gradient dmge"”. It can
be between 0 and 1. The default value is 0.9.



The weights of connections: are determined randomly at thggnimeng of the process.

The default values are voluntarily weak. They amd to be
changed.

Thenumber of cycles: it represents the length of the learning proceésseach cycle, all

the learning vectors (input-output couples) ares@néed to the
network. The default value is 1000.

Note 1: An appropriate architecture and well-determineakrhing
parameters, combined with a long enough learninggss should
allow you to converge your network so that youioeis almost
null or null (MSE=0) If the network does not conger increase
the number of learning cycles (see figures 1 to 3)

Note 2: The optimal number of cycles, which is the oret gllows
you to have the best model for the paleoenvironaient
reconstructions, is defined during the cross vébta See
following section.

Defining the validation groups

Validation group:

Number of loops:

If you have chosen the learning process wittssrealidation k-
fold, you must define the size of the validatioroupy in the
learning window. That is, you must specify the fa@mof samples
that will be used to validate the learning proceske data will be
divided into a learning group and a validation grotrhe network
will adjust its weights from the learning data atie network
obtained will be explained to the validation grouphe learning
MSE (MSE apparent) and the validation one (MSEPg ar
calculated from the observed predictions of eacbugr The
suggested choice of proportions for the learningd)\eadidation "k-
fold" paleoecological data is respectively 80-2068@-10%.

Note: If you choose the "jackknife" validation type etldata will
automatically be split into two groups accordingte proportions
n-1 (learning) and 1 (validation) (where n is tlo#gat number of
samples.) The same principle applies: the netwolkadjust its
weights according to the learning data and theiodtanetwork
will be applied to the validation group.

in order to accurately validate your modelssirecommended to
perform several learning processes and validatwitis different
groups in order to obtain an average of MSE and RISEhe
number of loops represents the number of consecuésarning
processes and validations. When the number ofsli®finished,



The learning toots

Start learning:

Stop learning:

the average of MSE and MSEP is calculated accortdirtige MSE

and the MSEP of each loop.

Notel: the proportion of the learning process and valtat
groups is the same in every loop. The groups aterméeed

randomly with possible return.

Note 2: in the "jackknife" cross validation type, the riogn of

loops is equal to the number of samples: every Eamused once
as a validation group. When the simulation is catga, the
average MSE apparent and MSEP is calculated acgptdi the

MSE apparent and MSEP of every loop.

allows you to launch a learning process with pesters (step,
momentum, weights of initial connections, numbedarps, size
of validation group and number of loops) that yavén defined.
During the learning process, a progression indrdatpresented.

allows you to stop a running learning procesdaqfteeattaining the
number of loops.) Useful if you notice a converggeproblem, for
example. It enables you to redefine the learniagameters
without waiting for the end of the learning processl validation.

The displayed resutlts

The learning curve: at all times, you can visualize the learningve(s). The curve(s)

represent(s) the average apparent error of the MSitlel
according as a function of the number of cycles.

0 T T T .|

il
10 I | I | I I |
0 100 200 300 400 500 600 700 B00

cycles

Figure 4



Notel: at the end of a learning process with cross atiba, an
average MSE curve of each learning process wiliresented.

Note2: as mentioned above, it is important that eacinieg curve
be decreasing and rapidly converging to 0. If theve shows
successive decreasing-increasing phases, you negséase the
learning ‘step”. If it does not converge quickly enough, you mus
on the contrary, increase th&ep" or the number of cycles.

Note 3: it is probable that the system may not be ableotoverge

in spite of the &ep" or the number of cycles. If that is the case,
you can increase theumber of neuronsin the hidden layer. If
there is no improvement, it means that there ismobetween the
inputs and outputs that can be approached by aematical
function. This is almost impossible.

The validation curve: at the end of a learning process with cross atibd, a curve
showing the validated error curve of the model (mea
MSEP) will be added to the average MSE curve (8g6)

mean MSE validation set

mse an training set

1 1 Il 1 1 Il 1 1 Il
i 100 200 300 400 500 00 700 800 800 1000
cycles

Figure 5

Notel: the validation curve enables you to determinentin@ber of
optimal cycles. That is, the one that offers thstlzapacity
of generalizing. A learning process too long irekia low
MSE apparent but a higher MSEP. That is called
overfitting. Thus, stopping the learning procedsew the
MSEP is at its lowest will prevent overfitting. 1BaNet
automatically determines the optimal number of eyand
will automatically relaunch a learning process wittat
number of cycles as the stopping point.



Note2: if the optimal number of cycles determined byeddalet
corresponds to the one you established before e the
learning process, it indicates that the numberyafes is
too short: the model is capable to converge morckta
better generalize. In that case, you can repealetirning
process with a larger number of cycles, or increihse
learning "step".

The post regression: by clicking on 'tesults' you can visualize the apparent and the real
performances for the optimal number of learningleyc
The performances are presented as a regressioredretw
observed values and predicted values. The regressi
characteristics trapparent and’rcross-val, equations and
slopes) will be presented separately.

Best Linsar Fit: Predicted = (1.832) Obsarved + (1.03) Best Linear Fit: Predicted = (0.501) Obsarved + (2.40)
T T T T T T T T T T T

85

ol R-0s4 | R=0.785
. ak

g
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O Data Points [ e} @ Data Paints
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o e Prédicted = Observed 5
T

Best Linear Fit
Prédicted = Observed

L L L L L L L n : L L L L L L n
4 45 5 55 B b5 7 75 8 85 15 5 55 B b5 7 745 8 845
Observed Observed

Note: before carrying on, you will have to close the
windows showing the post regression diagrams. tamu
save them in any format.

The saved results

Theresult file: at the end of each simulation, a text file (resuhonth_day) showing the
principle characteristics and the performances loé t
network will be created in a "results" folder. Onbye
folder is created per day (its name includes the.dalf
several simulations are performed the same dayethéts
will be displayed in a sequence (the time when kaue
saved the results will be indicated in the file.)



£ results_25_03.txt - Bloc-notes i ] |
Fichier Edition Format 7
results = -l
date: [25 3 2005]
hour: "10 h 43 min’

network_name:
data_file_name:

size_of_test_sample:
input_layer_size:
hidden__layer_size:
output__layer_size:
learning_rate:

mame rtum :
suggested_cycles:
MSE_apparent :
M3E_cross_walidation:

results =

date:

hour :
network_name:
data_file_name:

size_of _test_sample:
Tnput_layer_size:
hidden__layer_size:
output__Tlayer_size:
learning_rate:
mame it um :
suggested_cycles:
MSE_apparent :
MSE_cross_walidation:

kil

wvalidation_method: '

wvalidation_method: '

‘mon réseau’
'IreneDEFTH. Txt'

K-Fold cross walidation’
g

120’

3t

e

‘0.1’
‘0.9’
‘402"
'0.028151"
'0.089431"

[25 2 2005]

10 h 47 min’

‘mon réseau’
'IreneDEPTH.Txt'

K-Fold cross wvalidation’
ey

120’

3

g

‘o.olt
‘0.9
'618’
'0.020339°
'0.071637"

-

H 4

The predicted / observed file: a second file is created at the end of a simarati
(predicted_observed_month_day). This file grougetioer
the predicted and the observed values for each lsamp
Apparent and cross validated values are preseAigain,
if several simulations are performed the same tagse
results will be displayed in a sequence (the tinmenvyou
have saved the results will be indicated in the )il



.,Jcomputed_ohserved_ZS_S.th - Bloc-notes - |E||ﬂ

Fichier Edition Format 7

-
results =

date: [25 3 2005]
hour: 10 h 26 min’
network_name: '‘mon réseau’
data_file: 'alyukDEPTH.Txt'
validation_method: ' none (hackprop)’
entry_layer_size: '3z22'
hidden_layer_size: '3’
output_layer_size: '1’
learnming_rate: '0.01°
momentum: 0.9’

mse: '0,11621°
suggested_cycles: '2000'
results: ¢ 1° column: observed, 2° column: computed )
| 2. 5100 2.0872
2.0200 2.1546
2.2400 1.6342
1.8500 1.6346
2. 0800 1.6348
2.6500 2.1311
2.4300 2.1544
1.7400 1.6359
1.4800 1.6346
1.9000 1.6352
1.7000 1.6126
1.9600 2.1181
2.0000 1.6403
2.2200 2.1228
1.4800 1.6350
1.7000 1.6300 =

4 | 2V
Note: the pruning results are displayed in another file
(pruning_results_month_day), also displayed in the
"results" folder. Only one pruning file is creatpdr day.

If several simulations implying pruning are perfeuenthe
same day, the results will be displayed in a secglen




.,J Prunning_on_3_7.txt - Bloc-notes - |EI|5|

Fichier Edition Format  ?

FRUNING results at: -
10 kb 20 min

we prune the network:
mon réseau

Tearned with k-fold backprop on 25432005
apparent mse

0.1198

mse on wvalidation set

0, 2158

input layer size:

214

output layer size :
1

relevance of inputs :

suppress input # 146(code spclds) with relevance 0.00012851
suppress dnput # 92(code spc92) with relevance 0.00013418

suppress input # 176Ccode spcl76) with relevance 0.00016257
suppress input # 136Ccode spcl36) with relevance 0.00018379

suppress input # 120(code spcl20) with relevance 0.00018679

n inputs have been squressed
corresponding to a relevance of 0.024882
remaining:

‘espl’

‘esp3’

‘esps’

lespd’

FREsh

Pruning

The pruning function implemented in PaleoNet warppsed by Yacoub and Bennani
(1997). It allows you to determine the relative trimutions of the inputs after a learning
period and to eliminate the less relevant inputsedyou call the function by clicking on
"pruning”, you will be asked the pruning criteriodou will have the choice between
these three criterions:

The percentage of inputs. you must specify the percentage of inputs (sjg¢dleat you
wish to eliminate. The "x %" less relevant will be
eliminated.

The number of inputs: you must enter the number of inputs (species) wish to
eliminate. The "x" less relevant will be elimindte

The percentage of relevance: you must specify which percentage of total rafese, to
which the inputs are associated, you wish to elat@n The
inputs that represent x % of total relevance wi# b
eliminated.



x

numhber of inputs to eliminate

percent of inputs to eliminate

percent of total relevance

OH |

Note 1. Pruning often allows you to improve the modelfwud, eliminating inputs
(species) will induce a decrease in MSEP. On theraband, after several pruning, the
MSEP will not decrease; on the contrary it williease. Therefore, it is recommended to
prune progressively (a little at each time) andfydahat the MSEP decreases at each
stage. You will thus obtain an optimal model. Tt one that will offer the best
predicted performances and that includes only deessary inputs (species).

Note 2: A file indicating the pruned species is displaydten the pruning is completed

NE=IEY
Help
PRUNING =

resultsz at 14 h 10 min

we the prune hetwork ahig_pH
learned with E-fold backprop on 3/7/2005
apparent mse 0,0072812

mse on walidation set 0.041311

input layer size 214

output layer size 1
suppress input # 26 [code spcZ6 ) with relewance 0.000230
suppress input # 5 (code spcd ) with relewance 0.000240
suppress input # 91 (code spcdl ) with relewance 0,000250
suppress input # 110 (code spclll ) with relewance 0,000333
suppress input # 118 (code spclld ) with relewance 0,000375

5 inputs hawve been suppressed
corresponding to a relewvance of 0.0014565

Architecture and network saving:

After a simulation period, it possible to save #rehitecture and the networks obtained
(weights.)

Saving the ar chitecture is useful when pruning, especially when you wisiptune later
the same data set. In that case you will not hHaveedefine the new architecture



corresponding to the number of inputs remainingecdise the number of inputs and
consequently the number of neurons on the inpugrlayill have decreased.) The
architecture files have the suffix "....... "

Saving the network is even more useful because it allows you to tisalisequently to
achieve reconstructions. The network files haweestlffix "res"

Utilisation of transfer functions

Once you have calibrated and validated you moahelsMorks) according to your modern
data and once you have pruned (or not) the spaoiesontributive and/or harmful, you
are ready to create reconstructions using youril foata.

= S

[aks  Metwork Reconstruction  Close

Fossil File Formats;

The fossil files must have the same structure thanmodern data ones (see page 2.)
However, not all the fossil data files contain eammental data (it is what we are trying
to reconstruct!) Also, there are no more lineshim fossil files than ther is in the moder
ones. Moreover, the columns now represent thdigtiphic sequence and not the
different sample sites.

Correspondence between modern and fossil files:



It is frequent that the species of modern datathode of fossil data do not correspond.
In fact, it is also frequent that certain speciest twere used to develop models are not
present in the fossil data and vice versa. Paleab®matically adjusts the fossil data
matrix before using them. A correspondence repart created in the file
"reconstructions_month_day" of the file "reconstiare’ (see following.) Although the
adjustments here do not allow you to determinbefrhodels can be applied on the fossil
data (ANALOG tests must be done) it allows you tsuslize the specific differences
between modern and fossil data. It is especiagful when pruning.

Reconstruction:

After loading the fossil data and the desired nekwgou can apply the model (network)
on the fossil data by clicking on "reconstruction”.

Saving:

The values gathered by the model as well as ceuséful information (name of the
network and of the fossil file) will be saved irethreconstructions_month_day” file in
the “reconstructions” folder. Only one file comtimig the reconstructions can be created
per day. If several reconstructions are complétedsame day, they will be presented in
a sequence.
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